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Abstract - This report describes an approach to predict
how DNA, RNA, and protein measurements co-vary in
single cells as bone marrow stem cells develop into more
mature blood cells. With the increasing availability of
experimental techniques to measure multiple modalities
within a single cell, the demand for these measurements is
driven by the promise to provide a deeper insight into the
state of a cell. The modalities are intrinsically linked; DNA
must be accessible to produce mRNA, and mRNA in turn
is used as a template to produce protein. The challenge in
this task is to predict a paired modality measured in the
same cell from a later time point in the dataset, which has
not been seen during training. This challenge may yield
new insights into how gene regulation influences
differentiation and how tissues function or malfunction in
health and disease. The ability to predict one modality
from another may expand our understanding of the rules
governing complex regulatory processes, and accelerate
innovation in methods of mapping genetic information
across layers of cellular state.

1. INTRODUCTION & DATASETS

In the last decade, single-cell genomics has revolutionized
the study of biology by enabling the measurement of DNA,
RNA, and proteins in individual cells [1]. These
technologies have produced detailed maps of early human
embryonic development, new disease-associated cell types,
and cell-targeted therapeutic interventions. Recent advances
in experimental techniques have made it possible to measure
multiple genomic modalities in the same cell [2]. Despite
this, data analysis methods for multimodal single-cell data
are still limited. The small volume of a single cell leads to
sparse and noisy measurements, with the additional
biological confound of differences in sequencing depth and
batch effects [3]. Moreover, current analysis pipelines treat
cells as static snapshots, even though underlying biological
processes are known to be dynamic.

In genetic regulation, information flows from DNA to RNA
to proteins through a feedback mechanism. For example, a
protein can bind DNA to prevent the production of more
RNA. Dynamic cellular processes rely on this genetic
regulation, which allows organisms to develop and adapt to

changing environments. Modeling these processes in
single-cell data science has been accomplished through
pseudotime algorithms that capture the progression of the
biological process [4], [5], [6]. However, extending these
algorithms to account for both pseudotime and real time
remains an open problem. With approximately 37 trillion
cells in the human body, understanding how a single
genome gives rise to diverse cellular states is crucial for
gaining mechanistic insights into tissue function and
dysfunction. Solving the prediction problems over time may
provide new insights into how gene regulation influences
differentiation as blood and immune cells mature.
Therefore, this report aims to predict how DNA, RNA, and
protein measurements co-vary in single cells as bone
marrow stem cells develop into more mature blood cells.

The dataset we are using is made available by the Open
Problems in Single-Cell Analysis team [7]. It consists of
single-cell multiomics data obtained from mobilized
peripheral CD34+ hematopoietic stem and progenitor cells
(HSPCs) isolated from four healthy human donors. The cells
were cultured for a period of ten days, during which
measurements were taken at five time points. We got access
to four out of five time point measurements. At each
sampling time point, two single-cell assays were conducted:
the 10x Chromium Single Cell Multiome ATAC + Gene
Expression technology (Multiome) [8] and the 10x
Genomics Single Cell Gene Expression with Feature
Barcoding technology [9] using the TotalSeq™-B Human
Universal Cocktail, V1.0 (CITE-seq). The Multiome kit
measures chromatin accessibility (DNA) and gene
expression (RNA), while the CITE-seq kit measures gene
expression (RNA) and surface protein levels.

The objective of the current work is to predict one modality
from another based on the central dogma of molecular
biology. Specifically, for the Multiome samples, the goal is
to predict gene expression from chromatin accessibility,
while for the CITE-seq samples, the goal is to predict
protein levels from gene expression. The dataset provides
measurements from an unseen later time point, making the
prediction task more challenging.



2. METHODS & ALGORITHMS

A. Multiome Data and Model

As mentioned, the Multiome dataset contains chromatin
accessibility as inputs and gene expressions as outputs. In
other words, our goal with this dataset was to predict each
gene’s expression given chromatin accessibility for a
specific cell. Importantly, we incorporated real time into our
model by making the prediction with respect to an unseen
later time point than any of the time points in the training
dataset. Therefore, we divided the Multiome data into
training (days 2, 3, 4) and testing set (day 7). Our evaluation
metrics were Pearson correlation coefficient and MSE. The
tested machine learning algorithms were: Elastic Net, Linear
Regression, Lasso, Ridge Regression, Bayesian Ridge
Regression, and Automatic Relevance Determination [10].

The Multiome data preprocessing pipeline can be found in
Figure 1. The input data was first converted to sparse
matrices [13] (around 98% of the data contained zeros). The
variance explained for the highest 100 singular values for
both the inputs and outputs (Figure 2A) had clear elbows
before 40 features. As a follow up pre-processing, we
calculated and visualized the correlation between input
features and output features (Figure 2B). Due to this result,
we opted to keep the 10 most correlated singular features to
each singular target. A singular feature here is referred to as
a singular vector that was the output of the SVD on the
inputs, whereas a singular target is referred to as a singular
vector that was the output of the SVD on the targets.
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Fig. 1. Multiome preprocessing pipeline of inputs (top) and outputs or

targets (bottom).

Additionally, each discrete cell type was used as a hot
encoded variable. The methods for clustering cell types into
seven categories can be found in Velten et al. [14].

RandomizedSearchCV [10] was used to validate the models
and optimize the hyperparameters of each model. The
validation split was done using KFold [10] (4 days & 3
patients = 12 folds).
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Fig. 2. Dimensionality =~ reduction pre-processing. (A) Variance
explained for the first 100 singular values for inputs (left) and targets
or outputs (right). (B) Correlation between inputs (x-axis) and targets
(y-axis) for top 500 features (left) and top 40 features (right).

B. CITE-seq Data and Model

As described earlier, the CITE-seq dataset contains gene
expressions as inputs and surface protein levels as outputs.
Similarly as what we did with the Multiome dataset, our
goal with the CITE-seq dataset was to predict surface
protein levels given gene expressions for a specific cell at an
unseen later time point than any of the time points in the
training dataset. However, the CITE-seq dataset did not
contain data for day 7. Thus, we divided our dataset into a
training set containing data from days 2 and 3, and a testing
set with data from day 4. Our evaluation metrics were
Pearson correlation coefficient and MSE. We attempted to
model the relationship between these two sets of variables
using three different machine learning algorithms: a basic
multi-output linear regression, a LightGBM model [15], and
a sequential neural network with four hidden layers.

The input data had already undergone preprocessing using a
basic pipeline consisting of library size normalization and a
counts loglp transformation. We ran the multi-output linear
regression and the LightGBM models two times: once with
default preprocessing and principal component analysis
(PCA) as dimensionality reduction, and another time
working with sparse matrices for memory efficiency, an
added preprocessing and truncated singular value
decomposition (SVD) as dimensionality reduction. The
added preprocessing involved deleting constant features
always equal to zero that did not add any information to the
data and storing ‘important features’ apart so that it would
not undergo dimensionality reduction. To define the
‘important features’, we chose genes whose name matches
the name of one of the target proteins. For instance it is clear
that the gene ‘ENSG00000114013 CD86’ as an input is
related to the target protein ‘CD86’. Thus, we kept this set



of genes apart, we ran dimensionality reduction over all
other features, and we finally concatenated the ‘important
features” with the reduced features before training the
models (Figure 3).
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Fig. 3. CITE-seq variance explained (y-axis) by principal component

(x-axis).

Truncated SVD is a popular technique for dimensionality
reduction that computes only the top k singular vectors
where k is a user-defined parameter determining the desired
dimensionality of the reduced data. It is well-suited for
working with sparse matrices. Unlike PCA, truncated SVD
does not require the data to be centered.

LightGBM is a popular gradient boosting framework that
has gained attention in recent years for its impressive
performance on large datasets. Unlike traditional gradient
boosting frameworks that use a depth-first approach to build
trees, LightGBM uses a leaf-wise approach that can reduce
memory usage and provide faster training times.
Additionally, LightGBM is designed to handle large datasets
by supporting parallel and distributed computing. It uses
histogram-based algorithms to discretize continuous
features, which can greatly reduce memory usage without
sacrificing accuracy. LightGBM also includes several other
features, such as early stopping and regularization, to
prevent overfitting and improve model performance. These
characteristics make LightGBM a valuable tool for
applications that involve large and complex datasets.

The last point concerning the models we want to highlight is
that we wused Bayesian optimization to tune the
hyperparameters of our sequential neural network, including
the sizes of the hidden layers and the regularization factors.
Unlike grid search and random search, which explore the
hyperparameter ~ space exhaustively or randomly,
respectively, Bayesian optimization uses a probabilistic
model to predict the performance of different

hyperparameters and guide the search towards promising
regions of the space. Bayesian optimization can be more
efficient than other methods when the search space is large
or when evaluating the performance of each set of
hyperparameters is computationally expensive.

3. DETAILED IMPLEMENTATION

We implemented all machine learning models using Python
and the scikit-learn [10], Keras [11], and LightGBM [15]
libraries.

For both implementations, we used the mean_squared_error
function from sklearn.metrics and a correlation score
function we coded to evaluate each model.

A. Multiome Implementation

The Multiome dataset we used consisted of 105,942 cells
with each 228,942 genomes’ chromatin accessibility and
23,418 RNA gene expression levels.

To implement our models for this dataset, we utilized the
scikit-learn library.. The RandomizedSearchCV class was
used for cross validation, and the GroupKFold method was
employed to separate the different folds of our
pre-processed dataset by patient per day. In order to ensure
reproducibility, a random state of 42 was set for
cross-validation. For hyperparameter tuning, we created a
grid dictionary for each model's hyperparameters, covering
logarithmic intervals, with 20 iterations to achieve high
precision.

Prior to modeling, we preprocessed our data by converting
our two raw datasets to sparse matrices using the
scipy.sparse.csr_matrix method. We then normalized our
features by cells using the normalize function from
scikit-learn. Subsequently, we applied the TruncatedSVD
method from the sklearn.decomposition package to extract
the 1,000 first components, along with the transformation
matrix and explained variance. For hyperparameter tuning
of TruncatedSVD, 10 iterations were performed, with a
random state of 42 to ensure reproducibility. To improve the
efficiency of our computations, we designed our own
correlation function and computed the correlation between
our singular features and singular targets.

B. CITE-seq Implementation

The CITE-seq dataset we used consisted of 70,988 samples,
with 42,843 samples in the training set and 28,145 samples
in the testing set.

For the multi-output linear regression model, we used the
LinearRegression class from the scikit-learn library with
default parameters. For the LightGBM model, we used the



LGBMRegressor class from the LightGBM library and we
selected hyperparameters that have been shown to be
effective in previous studies. For the sequential neural
network, we used the Keras library to build a model with
four hidden layers. The sizes of the hidden layers and
regularization factors have been determined by the
BayesianOptimization method from the KerasTuner
package. The four hidden layers consisted of 64, 256, 256
and 32 neurons respectively with a ‘Swich’ activation
function. The ‘Swish’ activation function is a new activation
function similar to ReLU but with a smoothly varying shape
that may lead to better performance. It is defined as the
product of the input and the sigmoid function of the input
and has been shown to improve the performance of deep
neural networks on various tasks [16]. We used the Adam
optimizer and a negative correlation loss function to train
the model. The learning rate started at 0.01 and was
decreased by a factor of 0.5 if the validation loss did not
improve for 4 epochs. This was done to ensure the model
doesn't get stuck in a local minima and can continue to
optimize. An early stopping condition stopped the training
process if the validation loss did not improve for 12 epochs
in a row, thereby preventing overfitting. Finally, a
TerminateOnNaN() callback ensured that training was
terminated if any NaN value was encountered in the model's
output during training.

For the preprocessing steps, we first used the scikit-learn
library to standardize the data before applying PCA. Then,
we used the TruncatedSVD method from the
sklearn.decomposition package and converted data to sparse
matrices using the scipy.sparse.csr_matrix method. We also
deleted constant features that were always equal to zero and
stored the ‘'important features' apart before running
dimensionality reduction, as described in the previous
section.

We compared the performance of the linear regression and
LightGBM models with the two different preprocessing
techniques.

4. RESULTS
A. Multiome Results

A summary of the regression Multiome results is presented
in Table I, showing the performance of each model on the
test data based on correlation and MSE scores. The two
leftmost columns of Table I show the results for training
data, whereas the two rightmost columns show the results
for testing data.

TABLE 1
MULTIOME PERFORMANCE PER MODEL

MSE [Pearson |MSE [Pearson

(Train) | (Train) [(Test) |(Test)
Linear Regression| 2.019] 0.676| 2.071| 0.643
ElasticNet 2.044| 0.672| 2.117| 0.635
Ridge Regression 2.019( 0.676] 2.072| 0.643
Lasso 2.020| 0.676] 2.075| 0.642
BayesianRidge 2.019 0.676( 2.071 0.643
ARDRegression 2.019] 0.676| 2.071| 0.643
Maximum 1.925]  0.689| 1.925] 0.666

B. CITE-seq Results

A summary of the CITE-seq results is presented in Table II,
showing the performance of each model on the test data
based on correlation and MSE scores. The training dataset is
composed of data from days 2 and 3 and the test dataset
includes data from day 4 only.

We can see that the incorporation of a gene importance
highlighting preprocessing step led to a significant
improvement in the performance of the model (Table II).

TaBLE 11
CITE-seQq MuLTti-outPUT LINEAR REGRESSION PERFORMANCE
WITH DEFAULT PREPROCESSING + PCA AND  ADDED
PREPROCESSING + SVD
Lin. Reg. Lin. Reg.
PCA SVD & prep.
Correlation 0.74 0.88
MSE 6.88 2.74

Again, we can see the value of the added preprocessing.
Comparing LightGBM and linear regression, the Light GBM
model performs slightly better especially regarding the
accuracy of the model evaluated by the MSE (Table III).

TaBLE 111

LiGHTGBM PERFORMANCE WITH DEFAULT PREPROCESSING + PCA
AND ADDED PREPROCESSING + SVD

LightGBM LightGBM
PCA SVD & prep.
Correlation 0.76 0.89




MSE 6.21 2.70

Although the neural network outperformed the LightGBM
model slightly with a higher correlation score of 0.90, the
limited improvement in overall performance can be
attributed to the nature of the multi-output regression task,
which may not fully benefit from the additional complexity
and flexibility of the neural network architecture (Table IV).

TaBLE IV

NEURAL NETWORK PERFORMANCE WITH BAYESIAN OPTIMIZATION
FOR HYPERPARAMETER-TUNING, ADDED PREPROCESSING + SVD

Neural Net
Bayesian Optimisation
SVD & prep.

Correlation 0.90

5. DiscussIioN

The results presented in this study demonstrate the
successful prediction of gene expression using chromatin
accessibility data and successful prediction of protein levels
from gene expression data. The use of a dataset that contains
overlapping cells for both Multiome and CITE-seq makes
the current results further relevant because the combination
of both data for the same cells provides several advantages
for investigating cellular function and disease

However, there are some limitations and future steps that
must be taken into account. In the Multiome data analysis
step, the usage of discrete cell types as features may be a
potential limitation, since literature has shown that cell types
are actually a continuum [17]. A potential future step that
may tackle this issue is the re-evaluation of the current
methods using this continuum rather than the current
discrete categories as a feature. Another important future
step would be to pre-process the Multiome data in a fashion
more similar to the approach used in the CITE-seq data. In
specific, it may be possible to use SVD only on the
Multiome chromatin accessibility data that has not been
traced back to a specific gene expression [12].

Even though it is crucial to identify and tackle the
downsides of this research, overall the current work has a
positive outcome. The integration of the Multiomics
datasets allows for a more comprehensive and holistic
understanding of cellular function. By analyzing multiple
omics layers simultaneously, researchers can identify
molecular pathways and regulatory mechanisms that would
be difficult to identify using a single omics layer alone.
Thus, the combination of CITE-seq and transcriptomic data
allows for the identification of protein expression patterns in
individual cells, which can be wused to validate

transcriptomic findings or provide additional insights into
cellular function. CITE-seq uses oligonucleotide-labeled
antibodies to simultaneously measure gene expression and
protein levels in single cells, providing a powerful tool for
investigating the relationship between gene expression and
protein synthesis. In other words, the integration of
Multiome and CITE-seq data can provide a more accurate
and detailed understanding of cellular heterogeneity. By
analyzing multiple molecular features simultaneously, it is
possible to identify subpopulations of cells with distinct
molecular profiles, which may have important implications
for disease diagnosis, prognosis, and treatment.

In the current work, not only do we use both Multiome and
CITE-seq data, but we also leverage this data availability to
demonstrate each dataset’s predictive potential.

The ability to predict gene expression from chromatin
accessibility data has important implications for
understanding the regulation of gene expression. The
chromatin accessibility data provides information on the
structure of DNA and the ability of regulatory proteins to
access specific regions, which can influence gene
expression. The current successful prediction of gene
expression from chromatin accessibility data suggests that
these structural features play a critical role in regulating
gene expression.

Furthermore, the ability to predict protein levels from gene
expression data is an important step towards understanding
the complex relationship between gene expression and
protein synthesis. This is particularly relevant as gene
expression is often used as a proxy for protein expression,
despite the fact that many factors can influence protein
levels, including post-transcriptional — modifications,
degradation, and protein-protein interactions. The ability to
predict protein levels from gene expression data provides a
more accurate and comprehensive understanding of gene
regulation and protein expression.

Overall, the findings presented in this study highlight the
potential for integrative analysis of Multiomics datasets to
reveal novel insights into the regulation of gene expression
and protein synthesis. The ability to predict gene expression
and protein levels from chromatin accessibility and gene
expression data, respectively, provides a powerful tool for
investigating the complex relationships between these
molecular features and their impact on cellular function and
disease.
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